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Where to look next - aktywna eksploracja sterowana wewnetrzng
niepewnoscia modelu

Widzenie komputerowe. W ostatnich latach glebokie
uczenie zrewolucjonizowato dziedzing widzenia komputero- Estymacja wewnetrznej Modele vision transformer

. .. niepewnosci sieci neuronowej ze zmienna skala prébkowania
wego. Obecne modele gtebokich sieci neuronowych oparte
na architekturze vision transformer (ViT) nie tylko osiagaja r 11
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bezprecedensowo wysokg doktadnosé, ale takze uogélniaja ] @ : D =l

sie na wiele dziedzin bez potrzeby dodatkowego treningu.

Jednak wraz ze wzrostem rozmiaru i ztozono$ci sztucznych . ?‘ I I?

sieci neuronowych, wzrosty réwniez ich wymagania obli- \ {
czeniowe i zuzycie energii. Co wigcej, tradycyjne rozwigza- . ‘

nia wizji komputerowej zwykle zaktadaja pelny dostep do - £ -
danych wejSciowych, pomijajagc wyzwania stawiane przez l\@’
rzeczywiste aplikacje. Aktywna eksploracja wizyjna (Active @
visual exploration; AVE) ma by¢ remedium na te problemy. / /

. Efektywna i doktadna aktywna eksploracja wizyjna
Aktyna eksploracja wizyjna. AVE pozwala maszynom w w P ! v

aktywnie eksplorowac swoje otoczenie, podobnie jak robig Rysunek 1: Projekt ten taczy wewnetrzng estymacije
to ludzie. Zamiast przetwarzaé cate pole widzenia w maksy- niepewnosci modelu z architekturg sieci neurono-
malnej rozdzielczo$ci, AVE umozliwia agentowi selektywne wej typu vision transformer, tworzac efektywne
prébkowanie i koncentrowanie zasobéw obliczeniowych na i doktadne metody Aktywnej Eksploracji wizyjne;j.
kluczowych obszarach. Dzi¢ki inteligentnemu okre§laniu = W tym celu, wprowadzamy strategie eksploracji
gdzie i w jakiej rozdzielczos$ci zbiera¢ informacje wizual- bazujace na niepewnosci modelu oraz adaptujemy
ne, AVE pozwala na bardziej wydajne i doktadne widzenie vision transformer do obstugi wejscia w r6znych
komputerowe. Obecne rozwigzania dla AVE maja jednak rozdzielczosciach.

powazne ograniczenia. Po pierwsze, opieraja si¢ one na zto-

Zonym treningu, co prowadzi do algorytméw wymagajacych duzej ilosci obliczen i pamigci. Po drugie, uzywaja
probki obrazu o statym rozmiarze, nie wykorzystujac najbardziej podstawowych mozliwosci platform robotycz-
nych, takich jak zoom optyczny lub swobodnie obracajgce si¢ kamery. Niniejszy projekt ma na celu zaradzenie
tym ograniczeniom poprzez stworzenie nowej gatezi w badaniach.

Wykorzystanie niepewnosci sztucznej sieci neuronowej. Pierwszy aspekt tego projektu koncentruje si¢ na
wykorzystaniu mozliwo$ci modeli typu vision transformer w zakresie szacowania wewngetrznej niepewnosci.
Wilaczajac te niepewnosé do procesu AVE, agenci moga podejmowaé §wiadome decyzje dotyczace tego, gdzie
eksplorowad, aby zmaksymalizowa¢ §wiadomo$¢ sytuacji i aktywnie poszukiwaé regionéw, w ktérych prognozy
modelu sg niejednoznaczne, co prowadzi do doktadniejszego zrozumienia Srodowiska. To nowatorskie podejscie
pozwala unikng¢ koniecznos$ci stosowania dodatkowych moduléw neuronowych i zmniejsza ztozono$¢ modelu.

Wykorzystanie skali i elastycznoSci. Drugim kluczowym celem jest sprawienie, by vision transformer wy-
korzystywaly informacje¢ o skali prébkowania i byly dostosowane do zadaint AVE. Obecnie ViT wykorzystuja
prébkowanie o stalej siatce, co utrudnia im uchwycenie kluczowych szczegétéw w réznych sytuacjach. Planujemy
zmodyfikowaé warstwy wejSciowe ViT, aby akceptowaly dowolnie prébkowane dane, pozwalajgc przetwarzaé
zdjecia o réznym poziomie powickszenia.

Optymalizacja selekcji obserwacji. Ostatni etap tego projektu ma na celu udoskonalenie procesu selekcji
obserwacji. Poprzez integracje metod opartych na wykorzystaniu niepewnosci sieci neuronowej z modelami
vision transformer wykorzystujagcymi informacje o skali, proces selekcji okresli, ktére obszary wymagaja wielu
fragmentéw o wysokiej rozdzielczosci, a ktére mozna pokry¢ za pomoca kilku prébek o niskiej rozdzielczosci.
To zoptymalizowane podejsScie znacznie zmniejszy liczbe potrzebnych obserwacji do wykonania zadania przy
zachowaniu wysokiej doktadnosci.

Whioski i perspektywy na przyszlo$é. Sukces tego projektu moze mie¢ ogromny wplyw na wiele dziedzin,
w tym robotyke, pojazdy autonomiczne i analiz¢ obrazu. Uciele$nieni agenci, jak roboty lub bezzalogowe statki
powietrzne, skorzystaja z bardziej wydajnej i doktadnej eksploracji wizualnej, pozwalajacej im na efektywna
nawigacje w ztozonych i dynamicznych Srodowiskach. Co wigcej, postepy poczynione w architekturze ViT
i strategiach aktywnej eksploracji moga prowadzi¢ do bardziej zréwnowazonych pod wzgledem wplywu na
Srodowisko naturalne systeméw sztucznej inteligencji, zmniejszajac wymagania obliczeniowe i zuzycie energii.



